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Spatio-Temporal Joint Graph Convolutional
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Abstract—Recent studies have shifted their focus towards for-
mulating traffic forecasting as a spatio-temporal graph modeling
problem. Typically, they constructed a static spatial graph at
each time step and then connected each node with itself between
adjacent time steps to create a spatio-temporal graph. However,
this approach failed to explicitly reflect the correlations between
different nodes at different time steps, thus limiting the learning
capability of graph neural networks. Additionally, those models
overlooked the dynamic spatio-temporal correlations among
nodes by using the same adjacency matrix across different time
steps. To address these limitations, we propose a novel approach
called Spatio-Temporal Joint Graph Convolutional Networks
(STJGCN) for accurate traffic forecasting on road networks over
multiple future time steps. Specifically, our method encompasses
the construction of both pre-defined and adaptive spatio-temporal
joint graphs (STJGs) between any two time steps, which represent
comprehensive and dynamic spatio-temporal correlations. We
further introduce dilated causal spatio-temporal joint graph
convolution layers on the STJG to capture spatio-temporal
dependencies from distinct perspectives with multiple ranges.
To aggregate information from different ranges, we propose
a multi-range attention mechanism. Finally, we evaluate our
approach on five public traffic datasets and experimental results
demonstrate that STJGCN is not only computationally efficient
but also outperforms 11 state-of-the-art baseline methods.

Index Terms—Spatio-temporal, graph convolutional network,
traffic forecasting.
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I. INTRODUCTION

S PATIO-TEMPORAL data forecasting has received increas-
ing attention from the deep learning community in recent

years [1], [2], [3]. It plays a vital role in a wide range of
applications, such as traffic speed prediction [4] and air quality
inference [5]. In this paper, we study the problem of forecasting
the future traffic conditions given historical observations on a
road network.

Recent studies formulate traffic forecasting as a spatio-
temporal graph modeling problem [4], [6], [7], [8], [9], [10],
[11]. The basic assumption is that the state of each node is
conditioned on its neighboring node information. Based on
this, they construct a spatial graph with a pre-defined [4] or
data-adaptive [7] adjacency matrix. In such a graph, each node
corresponds to a location of interest (e.g., traffic sensor). The
graph neural network [12] is applied on that graph to model the
correlations among spatial neighboring nodes at each time step.
To leverage the information from temporal neighboring nodes,
they further connect each node with itself between adjacent time
steps, which results in a spatio-temporal graph, as shown in
Fig. 1(a). The 1D convolutional neural network [6] or recurrent
neural network [4] is commonly used to model the correlations
at each node between different time steps. By combining the
spatial and temporal features, they are able to update the state
of each node.

However, those spatio-temporal graphs do not explicitly re-
flect the correlations between different nodes at different time
steps (e.g., the red dash lines in Fig. 1(b)). In such a graph,
the information of spatial and temporal neighborhoods is cap-
tured through the spatial and temporal connections respectively,
while the information of neighboring nodes across both spatial
and temporal dimensions are not considered, which may restrict
the learning ability of graph neural networks. For example, a
traffic jam occurred at an intersection may affect not only current
nearby roads (spatial neighborhoods) and its local future traffic
condition (temporal neighborhoods), but also the downstream
roads in next few hours (spatio-temporal neighborhoods). Thus,
we argue that it is necessary to model the comprehensive corre-
lations in the spatio-temporal data.

Another limitation of previous works is that they ignore the
dynamic correlations among nodes at different time steps, as
shown in Fig. 1(c). The road network distances among sensors
(nodes) are commonly used to define the spatial graph [4], [6].
This pre-defined graph is usually static. Some researchers [7],
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Fig. 1. The comprehensive and dynamic connections among nodes in graph-structured spatio-temporal data. There are three common scenarios: (a) Spatio-
Temporal Graph: The node 2 at time step t can be influenced by nodes 1 and 3 at time step t through spatial connections, and node 2 at time step t− 1 through
the temporal connection. (b) Pre-defined Spatio-Temporal Joint Graph: The node 2 at time step t may also be affected by nodes 1 and 3 at time step t− 1 through
spatio-temporal connections. (c) Adaptive Spatio-Temporal Joint Graph: Compared with time step t− 1, the connections among nodes 1, 2 and 3 exhibit strong
dynamic characteristics at the time step t. For instance, the connection between nodes 1 and 3 gets weakened, while the connection between nodes 2 and 3 becomes
stronger. Both (b) and (c) scenarios have not been comprehensively explored in existing studies.

[10] propose to learn a data-adaptive adjacency matrix, which
is also unchanged over time steps. However, the traffic data
exhibits strong dynamic correlations in the spatial and temporal
dimensions, those static graphs are unable to reflect the dynamic
characteristics of correlations among nodes. For example, the
residence region is highly correlated to the office area during
workday morning rush hours, while the correlation would be
relatively weakened in the evening because some people might
prefer to dining out before going home. Thus, it is crucial
to model the dynamic spatio-temporal correlations for traffic
forecasting.

This paper addresses these limitations from the following
perspectives. First, besides the spatial and temporal connec-
tions, we further add the spatio-temporal connections between
two time steps according to the spatio-temporal distances to
define the spatio-temporal joint graph (STJG). In this way,
the pre-defined STJG preserves comprehensive spatio-temporal
correlations between any two time steps. Second, in order to
adapt to the dynamic correlations among nodes, we suggest
to explore an adaptive STJG, which is time-variant by en-
coding the time features. The adjacency matrix in this adap-
tive STJG is dynamic, changing over time steps. By con-
structing both the pre-defined and adaptive STJGs, we are
able to preserve comprehensive and dynamic spatio-temporal
correlations.

On these basis, we then develop the spatio-temporal joint
graph convolution (STJGC) operations on both pre-defined and
adaptive STJGs to simultaneously capture the spatio-temporal
dependencies in a unified operation. We further design the
dilated causal STJGC layers to extract multiple spatio-temporal
ranges of information. Next, a multi-range attention mechanism
is proposed to aggregate the information of different ranges.
Finally, we apply independent fully-connected layers to produce
the multi-step ahead prediction results. The whole framework is
named as spatio-temporal joint graph convolutional networks
(STJGCN), which can be learned end-to-end. To evaluate the
efficiency and effectiveness of STJGCN, we conduct extensive
experiments on five public traffic datasets. The experimental re-
sults demonstrate that our STJGCN is computationally efficient

and achieves the best performance against 11 state-of-the-art
baseline methods. Our main contributions are summarized as
follows.
� We construct both pre-defined and adaptive spatio-

temporal joint graphs (STJGs), which reflect comprehen-
sive and dynamic spatio-temporal correlations.

� We design dilated causal spatio-temporal joint graph con-
volution layers on both types of STJG to model multiple
ranges of spatio-temporal correlations.

� We propose a multi-range attention mechanism to aggre-
gate the information of different ranges.

� We evaluate our model on five public traffic datasets, and
experimental results demonstrate that STJGCN has high
computation efficiency and outperforms 11 state-of-the-art
baseline methods.

The rest of this paper is organized as follows. Section II
reviews the related work. Section III presents the prelimi-
nary of this work. Section IV details the method of STJGCN.
Section V compares STJGCN with state-of-the-art methods on
five datasets. Finally, Section VI concludes this paper and draws
future work.

II. RELATED WORK

A. Graph Convolutional Networks

Graph convolutional networks (GCNs) are successfully ap-
plied on various tasks (e.g., node classification [13], link pre-
diction [14]) due to their superior abilities of handling graph-
structured data [12]. There are mainly two types of GCN [15]:
spatial GCN and spectral GCN. The spatial GCN performs
convolution filters on neighborhoods of each node. Researchers
in [16] propose a heuristic linear method for neighborhood
selecting. GraphSAGE [17] samples a fixed number of neighbors
for each node and aggregates their features. GAT [18] learns the
weights among nodes via attention mechanisms. Researchers
in [19] improve graph neural network architecture by exploiting
correlation structure in the regression residuals. The spectral
GCN defines the convolution in the spectral domain [20], which

Authorized licensed use limited to: Xiamen University. Downloaded on January 02,2024 at 03:09:30 UTC from IEEE Xplore.  Restrictions apply. 



374 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 36, NO. 1, JANUARY 2024

is first introduced in [21]. ChebNet [22] reduces the computa-
tional complexity with fast localized convolution filters. In [13],
researchers further simplify the ChebNet to a simpler form and
achieve state-of-the-art performances on various tasks. Recently,
a range of studies apply the GCN on time-series data and
construct spatio-temporal graphs for traffic forecasting [4], [23],
human action recognition [24], [25], etc.

B. Spatio-Temporal Forecasting

Spatio-temporal forecasting is an important research topic,
which has been extensively studied for decades [26], [27],
[28], [29], [30]. Recurrent neural networks (RNNs), especially
the long short-term memory (LSTM) and gated recurrent unit
(GRU) are successfully applied for modeling temporal correla-
tions [31]. To capture the spatial dependencies, convolutional
neural networks (CNNs) are introduced, which are restricted
to process regular grid structures [32], [33], [34], [35], [36].
Recently, researchers apply graph neural networks to model the
non-euclidean spatial correlations [37]. DCRNN [4] employs
diffusion convolution to capture the spatial dependency and
applies GRU to model the temporal dependency. STGCN [6]
uses graph convolution and 1D convolution to model the spatial
and temporal dependencies, respectively. Researchers in [38]
study the effect of the order of spatial layers and temporal
layers on STGCN model performance. Several works [8], [39],
[40] introduce the attention mechanisms [41] into the spatio-
temporal graph modeling to improve the prediction accuracy.
AGSTN [42] proposes an attention adjustment mechanism to
realize fluctuation modulation for learning time-evolving spatio-
temporal correlation. Some studies consider more kinds of
connections (e.g., semantic connection [43], edge interaction
patterns [44]) to construct the spatial graph. The adjacency
matrices in these models are usually pre-defined according to
some prior knowledge (e.g., distances among nodes). Some
researchers [7], [10] argue that the pre-defined adjacency matrix
does not necessarily reflect the underlying dependencies among
nodes, and propose to learn an adaptive adjacency matrix for
graph modeling. However, both the pre-defined and adaptive
adjacency matrices assume static correlations among nodes,
which cannot adapt to the evolving systems (e.g., traffic net-
works). Moreover, these graph-based methods do not explicitly
model the correlations between different nodes at different time
steps, which may restrict the learning ability of graph neural
networks.

III. PRELIMINARY

Problem Definition. Suppose there are N sensors (nodes) on
a road network, and each sensor recordsC traffic measurements
(e.g., volume, speed) at each time step. Thus, the traffic con-
ditions at time step t can be represented as Xt ∈ R

N×C . The
traffic forecasting problem aims to learn a function f that maps
the traffic conditions of historical P time steps to next Q time
steps:

[Xt−P+1, Xt−P+2, . . . , Xt]
f−→ [Xt+1, Xt+2, . . . , Xt+Q].

(1)

IV. METHODOLOGY

A. Framework Overview

Fig. 2 depicts the framework of our proposed Spatio-Temporal
Joint Graph Convolutional Networks (STJGCN), which includes
three modules. First, previous graph-based methods generally
ignore the spatio-temporal connections and the dynamic cor-
relations among nodes, we thus propose the spatio-temporal
joint graph (STJG) construction module to construct both pre-
defined and adaptive STJGs, which preserve comprehensive and
dynamic spatio-temporal correlations. Second, as the standard
graph convolution operation models spatial correlations only, we
propose the spatio-temporal joint graph convolution (STJGC)
operation on both types of STJG to model the comprehensive
and dynamic spatio-temporal correlations in a unified operation.
Based on the STJGC, we further propose the dilated casual
STJGC module to capture spatio-temporal dependencies within
multiple neighborhood and time ranges. Finally, in the predic-
tion module, we propose a multi-range attention mechanism
to aggregate the information of different ranges, and apply
fully-connected layers to produce the prediction results. We
detail each module in the following subsections.

B. STJG Construction Module

In this module, we first pre-define the spatio-temporal joint
graph (STJG) according to the spatio-temporal distances among
nodes. While, the pre-defined graph may not reflect the under-
lying correlations among nodes [7], [10], we further propose to
learn adaptive STJG. By constructing both types of STJG, we are
able to represent comprehensive and dynamic spatio-temporal
correlations among nodes.

1) Pre-Defined Spatio-Temporal Joint Graph: Previous
studies [4], [6] for traffic forecasting on graphs usually define
the spatial adjacency matrix based on pair-wise road network
distances:

Ai,j = exp

(
−dist(vi, vj)

2

σ2

)
, (2)

where dist(vi, vj) represents the road network distance from
node vi to node vj , σ is the standard deviation of distances, and
Ai,j denotes the edge weight between node vi and node vj . They
construct the spatial graph at each time step, and then connect
each node with itself between adjacent time steps to define the
spatio-temporal graph. In such a graph, the connections between
different nodes at different time steps are not incorporated, which
may restrict its representation ability.

We propose to construct a spatio-temporal joint graph
(STJG), which preserves comprehensive spatio-temporal cor-
relations. The intuitive idea is to further connect different nodes
between two time steps, as shown in Fig. 1(b). Thus, we modify
(2) to be the STJG adjacency matrix, as:

Ai,t−k;j,t = exp

(
− ((k + 1) · dist(vi, vj))2

σ2

)
, (3)

where k is the time difference between two time steps.Ai,t−k;j,t

defines the edge weight between node vi at time step t− k and
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Fig. 2. The framework of Spatio-Temporal Joint Graph Convolutional Networks (STJGCN). It consists of three modules: (i) the STJG construction module
(detailed in Section IV-B) constructs both pre-defined and adaptive spatio-temporal joint graphs (STJGs); (ii) the dilated causal STJGC module (detailed in
Section IV-C) stacks dilated causal spatio-temporal joint graph convolution (STJGC) layers to capture multiple ranges of spatio-temporal dependencies, where
each STJGC layer performs convolution operation based on both types of STJG; (iii) the prediction module (detailed in Section IV-D) aggregates the information
of different ranges via a multi-range attention mechanism and produces the prediction results using fully-connected layers.

node vj at time step t, which decreases with the increase of
spatio-temporal distance. When k = 0, (3) degenerates to (2),
which represents the spatial connections. If i = j, the STJG
adjacency matrix defines the temporal connections at each node
between two time steps. Otherwise, it represents the spatio-
temporal connections between different nodes at different time
steps. Thus, we are able to define a comprehensive spatio-
temporal graph according to (3). Note that the STJG could be
constructed between any two time steps, which makes it flexible
to reveal multiple time-ranges of spatio-temporal correlations.

We filter the values smaller than a threshold δpdf in the STJG
adjacency matrix to eliminate weak connections and control the
sparsity. As this adjacency matrix is conditioned on the time
difference k, but irrelevant to a specific time step, we denote it
as A(k) ∈ R

N×N in following discussions.
2) Adaptive Spatio-Temporal Joint Graph: Previous stud-

ies [7], [10] demonstrate that the pre-defined adjacency matrix
may not reflect the underlying correlations among nodes, and
propose adaptive ones. However, they only define the spatial
graph, and it is unchanged over time steps. We propose to
learn adaptive STJG adjacency matrices that could represent
comprehensive and dynamic spatio-temporal correlations based
on the latent space modeling algorithm [45].

a) Latent space modeling: Given a graph, we assume each
node resides in a latent space with various attributes. The at-
tributes of nodes and how these attributes interact with each
other jointly determine the underlying relations among nodes.
The nodes which are close to each other in the latent space are
more likely to form a link. Mathematically, we aim to learn
two matrices U and B. Here, U ∈ R

N×d denotes the d latent
attributes of theN nodes, andB ∈ R

d×d represents the attributes
interaction patterns, which could be an asymmetric matrix for
directed graph or symmetric matrix for undirected graph. The
product ofUBU� could represent the connections among nodes.

b) Spatio-temporal embedding: We propose a spatio-
temporal embedding to form the latent node attributes. We first
randomly initialize a spatial embedding for each of theN nodes,

and then transform it to d dimensions via fully-connected layers.
To obtain time-varying node attributes and take periodic patterns
in historical input data (i.e., morning rush hour) into account, we
further encode the time information as the temporal embedding.
At each time step, we consider two time features, i.e., time-of-
day and day-of-week, which are encoded by one-hot coding and
then be projected to d dimensions using fully-connected layers.
We then add the spatial and temporal embeddings together to
generate the spatio-temporal embedding at each time step t,
represented as Ut ∈ R

N×d, which can be updated during the
training stage. The spatio-temporal embedding encodes both the
node-specific and time-varying information, and it could mine
periodic spatio-temporal patterns of historical data.

c) Adaptive STJG adjacency matrix: Based on the spatio-
temporal embedding, we define the STJG adjacency matrix at
time step t according to the latent space modeling algorithm, as:

L̃t = softmax(ψ(UtBU
�
t )), (4)

with

ψ(x) =

{
x, if x ≥ δadt
0, otherwise

, (5)

whereUt ∈ R
N×d is the spatio-temporal embedding ofN nodes

at time step t, ψ(x) is used to eliminate the weights smaller than
a threshold δadt, and the softmax function is applied for nor-
malization. L̃t ∈ R

N×N defines the spatial connections among
N nodes at time step t, which is dynamic, changing over time
steps. In order to construct the connections between different
time steps, we modify (4) as:

L̃t−k;t = softmax(ψ(Ut−kBU
�
t )), (6)

where L̃t−k;t ∈ R
N×N is the normalized STJG adjacency matrix

between time steps t− k and t. When k = 0, (6) degenerates to
(4), which describes the spatial graph at time step t. Thus, (6) is
able to define the spatio-temporal joint graph between time steps
t− k and t with comprehensive and dynamic spatio-temporal
connections.

Authorized licensed use limited to: Xiamen University. Downloaded on January 02,2024 at 03:09:30 UTC from IEEE Xplore.  Restrictions apply. 



376 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 36, NO. 1, JANUARY 2024

C. Dilated Causal STJGC Module

The standard graph convolution performs on spatial graphs
to model spatial correlations only, we thus propose the spatio-
temporal joint graph convolution (STJGC) on both types of
STJG to model spatio-temporal correlations in a unified opera-
tion. We further design dilated causal STJGC layers to capture
multiple ranges of spatio-temporal dependencies, as shown in
Fig. 2. In the following discussion, we first describe the STJGC
operation in Section IV-C1, and then introduce the dilated causal
STJGC layers in Section IV-C2.

1) Spatio-Temporal Joint Graph Convolution (STJGC):
Graph convolution is an effective operation for learning node
information from spatial neighborhoods according to the graph
structure, while the standard graph convolution performs on the
spatial graph to model the spatial correlations only. In order to
model the comprehensive and dynamic spatio-temporal correla-
tions on the STJG, we propose the spatio-temporal joint graph
convolution (STJGC) operations on both types of STJG.

a) Graph convolution: The graph convolution is defined
as [13]:

Z = φ(ÃXW + b). (7)

Here, X ∈ R
N×d1 and Z ∈ R

N×d2 denote the input and output
graph signals, W ∈ R

d1×d2 and b ∈ R
d2 are learnable param-

eters, φ(·) is an activation function (e.g., ReLU [46]), Ã =
D−1/2AD−1/2 ∈ R

N×N is the normalized adjacency matrix,
where A is the adjacency matrix with self-loops, and D =∑

j Ai,j is the degree matrix.
b) STJGC on pre-defined STJG: Consider the STJG be-

tween time steps t− k and t, the information of each node at
time step t comes from its spatial, temporal, and spatio-temporal
neighborhoods:

Zpdf
t = φ(Ã(k)Xt−kW

pdf
1 + Ã(0)XtW

pdf
2 + bpdf ), (8)

where Ã(k) is the normalized pre-defined STJG adjacency
matrix between time steps t− k and t (see (3)). In (8),
Ã(k)Xt−kW

pdf
1 means we aggregate neighborhoods (both tem-

poral and spatio-temporal) information from time step t− k,
and Ã(0)XtW

pdf
2 means we aggregate the information from

spatial neighborhoods at time step t. Thus, by performing (8), we
are able to model comprehensive spatio-temporal correlations
between two time steps.

Furthermore, at time step t, we propose to incorporateK (de-
noted as kernel size) time step information (e.g., t, t− 1, . . . , t−
K + 1) to update the node features. Specifically, we modify (8)
as:

Zpdf
t =

K−1∑
k=0

φ(Ã(k)Xt−kW
pdf
k + bpdf ). (9)

In the case of a directed graph, we consider two directions
of information propagation (i.e., forward and backward), cor-
responding to two normalized adjacency matrices: Ã(k)

fw =

D
(k)
O

−1/2
A(k)D

(k)
O

−1/2
and Ã

(k)
bw = D

(k)
I

−1/2
A(k)�D(k)

I

−1/2
,

whereD(k)
O =

∑
j A

(k)
i,j andD(k)

I =
∑

iA
(k)
i,j represent the out-

degree and in-degree matrices, respectively. Thus, we transform

(9) to:

Zpdf
t =

K−1∑
k=0

φ
(
Ã

(k)
fwXt−kW

pdf
k,1 + Ã

(k)
bwXt−kW

pdf
k,2 + bpdf

)
,

(10)
where Xt−k ∈ R

N×d and Xt ∈ R
N×d are the input graph sig-

nals at time steps t− k and t respectively, Zpdf
t denotes the

updated feature at time step t, W pdf
k,1 ∈ R

d×d, W pdf
k,2 ∈ R

d×d,
and bpdf ∈ R

d are learnable parameters.
By this design, our STJGC simultaneously models the infor-

mation propagation from three kinds of connections (i.e., spatial,
temporal, and spatio-temporal) in a unified operation.

c) STJGC on adaptive STJG: As the pre-defined STJG
may not reflect the underlying correlations among nodes, we
further propose STJGC on adaptive STJG. The computation is
similar as that on pre-defined STJG:

Zadt
t =

K−1∑
k=0

φ
(
L̃t−k;tXt−kW

adt
k + badt

)
, (11)

where L̃t−k;t is the normalized adaptive STJG adjacency matrix
between time steps t− k and t (defined in (6)). Inspired by
the bi-directional RNN [47], we consider both time directions
of the information flow. Specifically, we compute two adaptive
STJG adjacency matrices: L̃t−k;t and L̃t;t−k, and modify (11)
accordingly, as:

Zadt
t =

K−1∑
k=0

φ(L̃t−k;tXt−kW
adt
k,1 + L̃t;t−kXt−kW

adt
k,2 + badt),

(12)
where Zadt

t is the updated feature at time step t, which encodes
the comprehensive and dynamic spatio-temporal correlations,
W adt

k,1 ∈ R
d×d, W adt

k,2 ∈ R
d×d, and bpdf ∈ R

d are learnable pa-
rameters.

d) Gating fusion: The pre-defined and adaptive STJGs
represent the spatio-temporal correlations from distinct perspec-
tives. To enhance the representation ability, we use a gating
mechanism to fuse the features extracted on two types of STJG.
Specifically, we define a gate to control the importance of two
features as:

G = sigmoid(W g[Zpdf
t , Zadt

t ] + bg), (13)

where [·, ·] denotes the concatenation operation, the sigmoid
function is used to control the output lies in range [0, 1],
W g ∈ R

2d×d and bg ∈ R
d are learnable parameters. The gate

G ∈ R
N×d controls the information flow between pre-defined

and adaptive STJGs in both node-wise and channel-wise. Based
on the gate, we fuse two features as:

Zt = G� Zpdf
t + (1−G)� Zadt

t , (14)

where � denotes the element-wise product. As a result, Zt ∈
R

N×d represents the updated representation of N nodes at time
step t, which aggregates the information from their spatial,
temporal, and spatio-temporal neighborhoods on both types of
STJG.
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Fig. 3. The illustration of the dilated causal STJGC module (middle part in the figure) and the prediction module (right part in the figure) in STJGCN. In the
dilated csusal STJGC module, the inputs are first transformed by fully-connected layers and then be passed to the dilated causal STJGC layers, which pick inputs
every γ (dilation factor, γ = {1, 2, 4, 4} for each STJGC layer in the figure) step and apply STJGC (left part in the figure) to the selected inputs. The prediction
module first aggregates the outputs of each STJGC layer via the multi-range attention mechanism and then uses fully-connected layers to produce the prediction
results.

2) Dilated Causal STJGC Layers: The STJGC operation is
able to model the correlations in different time ranges by con-
trolling the time difference k. In addition, different STJGC lay-
ers aggregate information within diverse neighborhood ranges.
This makes it flexible to model the spatio-temporal correlations
in multiple neighborhood and time ranges. The information
in different ranges reveals distinct traffic properties. A small
range uncovers the local dependency and a large range indicates
the global dependency. Inspired by the dilated causal convo-
lution [48], [49], which is able to capture diverse time-ranges
of dependencies in different layers, we propose dilated causal
STJGC layers to capture multiple ranges of spatio-temporal
dependencies.

a) Dilated causal convolution: The dilated causal con-
volution operation slides over the input sequence by skipping
elements with a certain time step (i.e., dilation factor γ), and it
involves only historical information at each time step to satisfy
the causal constraint. In this way, it models diverse time-ranges
of dependencies in different layers.

b) Dilated causal STJGC: As illustrated in Fig. 3, we
first transform the inputs into d dimension space using fully-
connected layers. Then we stack a couple of STJGC layers
upon it in the dilated causal way. Different to the standard
dilated causal convolution using 1D CNN, we use the STJGC
in each layer to model the dynamic and comprehensive spatio-
temporal correlations. Suppose the length of input graph signals
is P = 12, we could stack four STJGC layers with kernel
size K = 2 and dilation factor γ = {2, 4, 4, 4} in each layer,
respectively. The residual connections [50] are also applied in
each STJGC layer at the corresponding output time steps. The
number of STJGC layers, dilation factors and kernel size could
be re-designed according to the length of input graph signals, in
order to ensure that the output of the last STJGC layer covers
the information from all input time steps.

In these dilated causal STJGC layers, each STJGC layer
captures different ranges of spatio-temporal dependencies. For

example, as shown in Fig. 3, in the first STJGC layer, the
hidden state at time step t aggregates information from 1-hop
neighborhoods at time steps t− 1 and t. With the layer goes
deeper, it could extract features from higher order neighborhoods
at longer time-ranges. In particular, in the last STJGC layer,
each node at time step t captures the information within 4-hop
neighborhoods from total P time steps.

D. Prediction Module

In this module, we first propose a multi-range attention
mechanism to aggregate the information of different ranges
extracted by the dilated causal STJGC layers, and then apply
independent fully-connected layers to produce the multi-step
ahead prediction results.

1) Multi-Range Attention: As introduced in Section IV-C2,
each STJGC layer captures different spatio-temporal ranges of
dependencies. A small range uncovers the local dependency
and a large range indicates the global dependency, e.g., the
correlations between distant nodes at distant time steps. Thus, It
is essential to combine the multi-range information. In addition,
the importance of different ranges could be diverse. We propose
a multi-range attention mechanism to aggregate the information
of different ranges. Mathematically, we denote the hidden state
of node vi at time step t inm-th STJGC layer as z(m)

i ∈ R
d, the

attention score is computed as:

smi = v�tanh(W az
(m)
i + ba), (15)

αm
i =

exp(smi )∑M
m=1 exp(s

m
i )
, (16)

whereW a ∈ R
d×d, ba ∈ R

d, and v ∈ R
d are learnable parame-

ters, M is the number of STJGC layers, and αm
i is the attention

score, indicating the importance of z(m)
i . Based on the attention
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scores, the multi-range information can be aggregated as:

yi =
M∑

m=1

αm
i z

(m)
i , (17)

where yi is the updated feature of node vi, which aggregates the
information from multiple spatio-temporal ranges. The attention
mechanism is conducted on all of the N nodes in parallel with
shared learnable parameters, and produces an output as Y ∈
R

N×d.
2) Independent Fully-Connected Layers: As the traffic of

different time steps may exhibit different properties, it would
be better to use different networks to generate the predictions
at different forecasting horizons. We thus apply Q independent
two-fully-connected layers upon Y to produce the Q time steps
ahead prediction results:

X̂t+i = φ(YW i
1 + bi1)W

i
2 + bi2, (18)

where X̂t+i denotes the prediction result of time step t+ i (i =
1, 2, . . . , Q),W i

1 ∈ R
d×d, bi1 ∈ R

d,W i
2 ∈ R

d×1, and bi2 ∈ R are
the corresponding learnable parameters, φ(·) is an activation
function.

3) Loss Function: The mean absolute error (MAE) loss is
commonly used in the traffic forecasting problem [4], [7], [39].
In practice, the MAE loss optimizes all prediction values equally
regardless of the value size, which leads to relatively non-ideal
predictions for small values compared to the predictions of large
values. The mean absolute percentage error (MAPE) loss is more
relevant to the predictions of small values. Thus, we propose to
combine the MAE loss and MAPE loss as our loss function:

L(X̂t+i; Θ) =
1

Q

(
Q∑
i=1

(
|X̂t+i −Xt+i|

+β · |X̂t+i −Xt+i|
Xt+i

· 100
))

, (19)

where β is used to balance MAE loss and MAPE loss,Θ denotes
all learnable parameters in STJGCN.

E. Complexity Analysis

We further analyze the time complexity of the main compo-
nents in each module in our STJGCN.

In the STJG construction module, the computation mainly
comes from the learning of adaptive STJG adjacency matrix
(6). The time complexity is O(Nd2 +N2 d), where N denotes
the number of nodes, d is the dimension of the spatio-temporal
embedding. Regarding d as a constant, the time complexity turns
toO(N2), which is attributed to the pairwise computation of the
N nodes’ embeddings. One concern is that the large-scaled node
would result in a more expensive cost. To mitigate the scale
problem, we suggest to only calculate the connected edges in
adaptive STJG adjacency matrix according to a priori knowledge
(i.e., pre-defined STJG).

In the dilated casual STJGC module, the time complexity
mainly depends on the computation of each STJGC operation
((10) and (12)), which incurs O(K(|E|d+Nd2)) time com-
plexity. Here, K is the kernel size, |E| denotes the number of

TABLE I
SUMMARY STATISTICS OF FIVE DATASETS

edges in the graph, and d is the dimension of hidden states. The
time complexity of STJGC mainly depends on |E|, as each node
aggregates information from its neighborhoods, whose number
is equal to the edge number.

In the prediction module, the time complexities of multi-
range attention mechanism ((15), (16), and (17)) and inde-
pendent fully-connected layers (18) are O(N(Md+ d2)) and
O(QNd2), respectively. Thus, the total time complexity of
the prediction module is O(N(Md+Qd2)), where M is the
number of STJGC layers and Q is the number of time steps
to be predicted. The time complexity is highly related to Q, as
we use Q independent fully-connected layers to produce the
multi-step prediction results.

V. EXPERIMENTS

A. Datasets

We evaluate our STJGCN on five highway traffic datasets:
PeMSD3, PeMSD4, PeMSD7, PeMSD8 and Seattle-Loop. The
previous four datasets are released in [8], [9]. These datasets
are collected by the Caltrans Performance Measurement System
(PeMS) from 4 districts in real time every 30 seconds. The raw
traffic data is aggregated into 5-minute time interval. There are
three kinds of traffic measurements in PeMSD4 and PeMSD8
datasets, including total flow, average speed, and average occu-
pancy. In PeMSD3 and PeMSD7 datasets, only the traffic flow
is recorded. Seattle-Loop is released in [51], [52], which is a
highway speed dataset collected from 323 loop detectors in the
Greater Seattle Area. The dataset contains 5-minute resolution
traffic speed data for the entirety of 2015. Following previous
studies [10], [11], [53], we predict the traffic flow in first four
datasets, and traffic speed in last dataset. The summary statistics
of five datasets are presented in Table I.

All datasets are normalized using the Z-Score method, and
be split in chronological order with 60% for training, 20% for
validation, and 20% for testing. The pair-wise road network
distances are provided in the datasets, and we use them to
construct the pre-defined STJG according to (3).

B. Experimental Setup

1) Evaluation Metrics: We adopt three widely used metrics
for evaluation, i.e., mean absolute error (MAE), root mean
squared error (RMSE), and mean absolute percentage error
(MAPE), which are defined as:

MAE =
1

NQ

N∑
i=1

Q∑
j=1

|X̂i,t+j −Xi,t+j |, (20)
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TABLE II
HYPERPARAMETER SETTINGS OF STJGCN ON FIVE DATASETS

RMSE =

√√√√ 1

NQ

N∑
i=1

Q∑
j=1

(X̂i,t+j −Xi,t+j)2, (21)

MAPE =
1

NQ

N∑
i=1

Q∑
j=1

|X̂i,t+j −Xi,t+j |
Xi,t+j

, (22)

where X̂i,t+j andXi,t+j denote the prediction result and ground
truth of node vi at time step t+ j, respectively,N is the number
of nodes, and Q is the number of time steps to be predicted.

2) Experimental Settings: The PeMSD3 and PeMSD7
datasets contain one traffic measurement (i.e., traffic flow).
Thus, the dimensions of the input and output are C = 1 and
1, respectively. The PeMSD4 and PeMSD8 datasets contain
three traffic measurements (i.e., traffic flow, average speed, and
average occupancy), and only the traffic flow is predicted in
the experiments [10], [11]. Thus, the dimensions of the input
and output are C = 3 and 1, respectively. The Seattle-Loop
dataset contains one traffic measurement (i.e., traffic speed).
Thus, the dimensions of the input and output are C = 1 and
1. Following previous studies [10], [11], [53], we use the traffic
data of historical 12 time steps (P = 12) to forecast the next 12
time steps (Q = 12).

The core hyperparameters in STJGCN include the thresholds
δpdf and δadt in pre-defined and adaptive STJG adjacency matri-
ces respectively, the dimension d of hidden states, the kernel size
K of each STJGC layer, and the threshold β in the loss function.
We tune these hyperparameters on the validation set that achieve
the best validation performance. We provide a parameter study in
Section V-C3. The detailed hyperparameter settings of STJGCN
on five datasets are presented in Table II.

The nonlinear activation function φ(·) in our STJGCN refers
to the ReLU activation [46], and we also add a Batch Normal-
ization [54] layer before each ReLU activation function.

We train our model using the Adam optimizer [55] with an
initial learning rate 0.001 and batch size 64 on a NVIDIA Tesla
V100 GPU card. We run the experiments for 200 epochs and
save the best model that evaluated on the validation set. We run
each experiment 5 times, and report the mean errors and standard
deviations.

3) Baseline Methods: We compare STJGCN with 11 base-
line methods, which could be divided into two categories. The
first category is the time-series prediction models, including:
� VAR [56]: Vector Auto-Regressive is a traditional time-

series model, which can capture pairwise relationships
among all traffic series.

� FC-LSTM [57]: an encoder-decoder framework using long
short-term memory (LSTM) with peephole for multi-step
time-series prediction.

� SVR [58]: Support Vector Regression utilizes a linear
support vector machine to perform regression.

The second category refers to the spatio-temporal graph neu-
ral networks, which are detailed as follows:
� DCRNN [4]: Diffusion Convolutional Recurrent Neural

Network, which models the traffic as a diffusion process,
and integrates diffusion convolution with recurrent neural
network (RNN) into the encoder-decoder architecture.

� STGCN [6]: Spatio-Temporal Graph Convolutional Net-
work, which employs graph convolutional network (GCN)
to capture spatial dependencies and 1D convolutional neu-
ral network (CNN) for temporal correlations modeling.

� ASTGCN [8]: Attention based Spatio-Temporal Graph
Convolutional Network that designs spatial and temporal
attention mechanisms to capture spatial and temporal pat-
terns, respectively.

� Graph WaveNet [7]: a graph neural network that per-
forms diffusion convolution with both pre-defined and self-
adaptive adjacency matrices to capture spatial dependen-
cies, and applies 1D dilated causal convolution to capture
temporal dependencies.

� STSGCN [9]: Spatio-Temporal Synchronous Graph Con-
volutional Network that designs spatio-temporal syn-
chronous modeling mechanism to capture localized spatio-
temporal correlations.

� AGCRN [10]: Adaptive Graph Convolutional Recurrent
Network that learns data-adaptive adjacency matrix for
graph convolution to model spatial correlations and uses
gated recurrent unit (GRU) to model temporal correlations.

� GMAN [39]: Graph Multi-Attention Network is an
encoder-decoder framework, which designs multiple spa-
tial and temporal attention mechanisms in the encoder
and decoder to model spatio-temporal correlations, and a
transform attention mechanism to transform information
from encoder to decoder.

� Z-GCNETs [11]: Time Zigzags at Graph Convolutional
Networks that introduce the concept of zigzag persis-
tence [59] into the graph convolutional networks for mod-
eling the spatial correlations and use the GRU networks to
capture the temporal dependencies.

C. Experimental Results

1) Overall Comparison: Table III presents the forecasting
performance comparison of our STJGCN with 11 baseline meth-
ods. We observe that: 1) the time-series prediction models, in-
cluding traditional approach (i.e., VAR), machine learning based
method (i.e., SVR), and deep neural network (i.e., FC-LSTM)
perform poorly as they only consider the temporal correlations.
2) Spatio-temporal graph neural networks generally achieve
better performances as they further model the spatial correlations
using graph neural networks. 3) Our STJGCN performs the best
in terms of all metrics on all datasets (1.4%∼7.7% improvement
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TABLE III
FORECASTING PERFORMANCE COMPARISON OF DIFFERENT MODELS ON FIVE DATASETS

TABLE IV
EFFECT OF SPATIO-TEMPORAL CONNECTIONS, DYNAMIC GRAPH MODELING, MULTI-RANGE INFORMATION, AND INDEPENDENT FULLY-CONNECTED LAYERS

against the second best results). Compared with other graph-
based methods, the advantages of our STJGCN are three-fold.
First, STJGCN models comprehensive spatio-temporal correla-
tions. Second, STJGCN is able to capture dynamic dependencies
at different time steps. Third, STJGCN leverages the information
of multiple spatio-temporal ranges.

2) Ablation Study: To better understand the effectiveness of
different components in STJGCN, we conduct ablation studies
on PeMSD4 and PeMSD8 datasets.

a) Effect of spatio-temporal connections: One difference
between our STJG with normal spatio-temporal graph is that we
explicitly add the spatio-temporal connections between different
nodes at different time steps. To evaluate the effectiveness of
this approach, we drop them separately/simultaneously from
the pre-defined or/and adaptive STJG. These three variants of
STJGCN are named as “w/o STC-pdf” (drop in pre-defined
STJG), “w/o STC-adt” (drop in adaptive STJG), and “w/o
STC” (drop in both types of STJG), respectively. The results
in Table IV demonstrate that the introduction of spatio-temporal
connections improves the performance as it helps the model to
explicitly capture comprehensive spatio-temporal correlations.

b) Effect of dynamic graph modeling: To evaluate the ef-
fect of dynamic graph modeling, we conduct experiments of
learning static adjacency matrices. Specifically, we design a
variant of STJGCN (i.e., “w/o dgm”) that only uses the node
embedding to generate the adaptive STJG adjacency matrix
without using the time feature. The results in Table IV validate
the effectiveness of modeling dynamic correlations among nodes
at different time steps.

c) Effect of multi-range information: To verify the effect
of multi-range information, we design a variant of STJGCN,
namely “w/o mr”, in which we do not combine multiple ranges
of information but directly use the output of the last STJGC

layer to produce the predictions. The results in Table IV indicate
the necessity of leveraging multi-range information. We further
design a variant “w/o att” that directly adds the outputs of each
STJGC layer together without using the multi-range attention
mechanism, and it performs worse than STJGCN, showing that
it is beneficial to distinguish the importance of different ranges
of information.

d) Effect of independent fully-connected layers: In the pre-
diction module, we useQ independent fully-connected layers to
produce the multi-step predictions. To evaluate the effectiveness
of this, we conduct experiments of using shared fully-connected
layers with Q units in the output layer to produce the Q time
steps predictions. We name this variant of STJGCN as “w/o
idp”, and present the experimental results in Table IV. We ob-
serve that STJGCN improves the performances by introducing
independent learning parameters for multi-step prediction. A
potential reason is that the traffic of different time steps may
exhibit different properties, and using different networks to gen-
erate the predictions at different forecasting horizons could be
beneficial.

e) Effect of different STJG adjacency matrix configura-
tions: We further conduct experiments of using different STJG
adjacency matrix configurations to evaluate their effectiveness.
As shown in Table V, the models with only pre-defined STJG
adjacency matrices (lines 3-4) achieve poor performances as
they do not capture the underlying dependencies in the data. We
observe that the models with only adaptive STJG adjacency ma-
trices (lines 5-6) could realize promising performances, which
indicates that our model can also be used even if the graph struc-
ture is unavailable. By using both pre-defined and adaptive STJG
adjacency matrices (line 7), we could achieve better results.
We further apply a gating fusion approach (Section IV-C1d)
in STJGCN (line 8) and observe consistent improvement of
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TABLE V
EFFECT OF DIFFERENT STJG ADJACENCY MATRIX CONFIGURATIONS. THE TERM “GF” IN THE LAST LINE DENOTES THE GATING FUSION APPROACH

Fig. 4. Parameter study on the PeMSD4 dataset.

the predictive performances, as the gate is able to control the
information flow between pre-defined and adaptive STJGs.

3) Parameter Study: We conduct a parameter study on five
core hyperparameters in STJGCN on the PeMSD4 and PeMSD8
datasets, including the thresholds δpdf and δadt in the pre-defined
and adaptive STJG adjacency matrices, respectively, the dimen-
siond of hidden states, the kernel sizeK in the STJGC operation,
and the thresholdβ in the loss function. We change the parameter
under investigation and fix other parameters in each experiment.
Figs. 4 and 5 show the experimental results on the PeMSD4 and
PeMSD8 datasets, respectively.

As shown in Figs. 4(a), (b), 5(a), and (b), the performance
is not strongly sensitive to the sparsity of the STJG adjacency
matrices, which we think is because the adaptive STJG adja-
cency matrix could adjust itself for aggregating the neighboring
information during the training stage. While, in general, a more
sparse adjacency matrix is beneficial to select the most related
nodes for each node, and leads to better results. However, a
too sparse graph may lose the connections between interrelated
nodes, and thus degrades the performances. According to the
validation loss, we set δpdf = δadt = 0.5 in the PeMSD4 dataset,
and δpdf = 0.5, δadt = 0.3 in the PeMSD8 dataset.

As shown in Figs. 4(c) and 5(c), increasing the number of
hidden units could enhance the model’s expressive capacity.
However, when it is larger than 64, the performance degrades
significantly, as the model needs to learn more parameters and
may suffer from the over-fitting problem.

Figs. 4(d) and 5(d) show that the model performs poorly when
the kernel size equals to 1, as it captures only the spatial depen-
dencies and does not consider the correlations in the temporal
dimension. We can further observe that it is enough to aggregate
the information from neighboring 2 or 3 time steps at each time
step. When K = 4, the model’s performance degrades. It is
possibly because that a node’s information at a time step may
only correlated to the nodes at a limited number of neighboring
time steps, and a largeK would introduce noises into the model.
Thus, according to the validation loss, we setK = 3 andK = 2
on the PeMSD4 and PeMSD8 datasets, respectively.

In the parameter study of the threshold β in the loss function,
we report the validation MAE, RMSE, and MAPE instead of
reporting the loss value, as the size of β directly impacts the size
of the loss value. As shown in Figs. 4(e), (g), 5(e), and (g), a larger
βmeans the model optimizes more on the MAPE loss and less on
the MAE loss, and thus leads to smaller MAPE and larger MAE.
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Fig. 5. Parameter study on the PeMSD8 dataset.

Fig. 6. Forecasting performance comparison at each horizon on the PeMSD4 dataset.

The RMSE can also be influenced, as shown in Figs. 4(f) and 5(f).
Through a comprehensive consideration of the validation MAE,
RMSE, MAPE and their standard deviations, we choose to use
β = 1.0 and β = 1.5 in the PeMSD4 and PeMSD8 datasets,
respectively.

4) Performance Comparison at Each Horizon: Figs. 6 and 7
present the forecasting performance comparison of our STJGCN
with five representative baseline methods (i.e., Graph WaveNet,
STSGCN, AGCRN, GMAN, and Z-GCNETs) at each prediction
time step on the PeMSD4 and PeMSD8 datasets, respectively.
We exclude other baseline methods due to their poorer per-
formances, as shown in Table III. We can observe that Graph
WaveNet performs well in the short-term (one or two time steps
ahead) prediction. However, its performance degrades quickly
with the increase of the forecasting horizon. The performance of
GMAN degrades slowly when the predictions are made further
into the future, and it performs well in the long-term (e.g., 12
time steps ahead) prediction, while still worse than STJGCN. In

general, our model achieves the best performances at almost all
horizons in terms of all three metrics on both datasets.

5) Model Size and Computation Time: We present the com-
parison of model size and computation time of our STJGCN
with graph-based baseline methods in Table VI.

The results in four PeMS datasets demonstrate the high
computation efficiency of our model. In terms of the model
size, STJGCN has fewer parameters than most of the baseline
models. In the training phase, our model runs faster than other
methods except for STGCN. In the inference stage, STGCN runs
very slowly as it adopts an iterative way to generate multi-step
predictions, while STJGCN and Graph WaveNet are the most
efficient. By further considering the prediction accuracy (see
Table III), our model shows superior ability in balancing predic-
tive performances and time consumption as well as parameter
settings.

The results in Seattle-Loop dataset show that out STJGCN
compares favorably to baseline methods. In terms of the model

Authorized licensed use limited to: Xiamen University. Downloaded on January 02,2024 at 03:09:30 UTC from IEEE Xplore.  Restrictions apply. 



ZHENG et al.: SPATIO-TEMPORAL JOINT GRAPH CONVOLUTIONAL NETWORKS FOR TRAFFIC FORECASTING 383

Fig. 7. Forecasting performance comparison at each horizon on the PeMSD8 dataset.

TABLE VI
COMPARISONS OF PARAMETER NUMBER AND COMPUTATION TIME. THE TRAINING TIME IS THE TIME COST PER EPOCH IN THE TRAINING PHASE, AND THE

INFERENCE TIME IS THE TOTAL TIME COST ON THE VALIDATION SET

size, STJGCN has not been affected by the larger amount of data,
and still has fewer parameters than most of the baseline models.
In the training phase, our STJGCN is faster than GMAN and
Z-GCNETs. Other 6 baselines are more efficient than STJGCN
but they show poor prediction performance (see Table III). In
the inference stage, STJGCN is only slower than STSGCN and
AGCRN, while both of which have worse prediction accuracy
than our model (see Table III).

VI. CONCLUSION

We proposed STJGCN, which models comprehensive and
dynamic spatio-temporal correlations and aggregates multiple
ranges of information to forecast the traffic conditions over sev-
eral time steps ahead on a road network. When evaluated on five
public traffic datasets, STJGCN showed high computation effi-
ciency and outperformed 11 state-of-the-art baseline methods.
Our model could be potentially applied to other spatio-temporal
data forecasting tasks, such as air quality inference and taxi
demand prediction. We plan to investigate this as future works.
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